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SUMMARY 

As the role of the aircraft pilot transitioned from a nearly total manual controller in early manned aircraft to 
one of supervisory control and/or cooperative functioning in “unmanned” aircraft, the human factors flight 
test approach and the associated test methodologies have necessarily changed. Piloting air vehicles evolved 
from using cockpit instruments and manual controls to fly the aircraft, to monitoring the cockpit instruments 
which fly the aircraft nearly automatically, to using ground station instruments to fly the aircraft remotely.  
While most, if not all, of the physical stressors of the cockpit are absent from the typical ground control 
station, many of the cockpit stimuli that provide invaluable aircraft health and status information are also 
absent. Increased levels of automation have induced new types of failures.  These include failure to monitor, 
vigilance decrement, over reliance on standard values, automation-induced complacency, and increased 
latency in detecting problems. Consequently, these failures often lead to reduced operator performance due to 
information shortfall. 

As the pilot-aircraft relationship evolve, the focus of human factors evaluations moves from what the pilot 
physically perceives and processes in the cockpit, to what the pilot mentally perceives and processes on the 
ground.  Physical information from the aircraft, such as vibration and sound cues, must be transformed into 
usable information on the ground station displays.  This includes keeping the level of automation appropriate 
so the pilot on the ground can be aware of and adequately handle emergency situations. Since pilot workload 
for an Unmanned Air Vehicle (UAV) is mostly mental, maintaining situation awareness is paramount. 

This paper identifies some critical components of new human factors approaches for evaluating UAV human-
system interfaces and compares them with approaches traditionally used to evaluate manned air vehicles. 
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from: http://www.rto.nato.int/abstracts.asp. 
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1.0 INTRODUCTION 

While the term Unmanned Air Vehicle (UAV) implies there is little or no human-system integration required, 
all UAVs require human-system interface (HIS) in both the control and maintenance of the system.  Because 
the UAV operator is located in a ground segment, far from the aircraft itself, the methods and measures used 
can be very different than in a manned aircraft.  Also, the differences in the environment, the operation, and 
crew complement require new or modified test methods and measures.  This paper discusses operator HIS 
only, since maintenance of a manned vehicle is not much different than that of an unmanned vehicle. 

2.0 MANNED AIRCRAFT HUMAN-SYSTEM INTEGRATION EVALUATIONS  

Human-system integration evaluations of manned aircraft include analyses and tests of the cockpit displays, 
controls, environment and ergonomics, system communications, overall task allocation, operator situation 
awareness, operator workload, life support systems, and personnel training. Table 1 lists these areas of 
investigation and some of their more specific areas of evaluation. Two types of measures of performance are 
used to determine how well the human has been integrated into the aircraft: subjective measures, such as how 
difficult a task is perceived; and objective measures, such as physiological data. Although objective measures 
are preferred, the use of objective measures is often not possible due to a number of factors, including limited 
time and funding, and technological constraints. 

Table 1: Specific Human-System Integration Evaluation Areas 

General Evaluation Area Specific Evaluation Area 
Cockpit Displays – Information 
Readability 

Text character or symbol font, size, stroke width, brightness, 
contrast, color, and information location, organization, and 
formatting 

Cockpit Displays – Information 
Interpretability 

Information (text or symbology) color coding, semantic 
accuracy/intuitiveness, salience, clutter, density 

Cockpit Environment Life support system, vibration/noise, cockpit 
temperature/humidity/lighting 

Cockpit Ergonomics Cockpit external (canopy) and internal (displays) visibility, pilot 
reach, body clearance, and seat restraints 

Controls Operability Controls location, labelling, discriminability between co-located 
controls, ease-of-use, anthropometric accommodation 

System Communications Speech intelligibility 
Situation Awareness Information perception, comprehension and projection 
Workload 
 

Task type, complexity, duration, difficulty, and resource type and 
demand 

2.1 Subjective Measures of Performance 
Table 2 presents some subjective HSI measure types, examples of the areas evaluated and the types of data 
produced. 



 

 

Table 2: Subjective Human-System Integration Measures of Performance. 

Measure Type Systems/Construct 
Evaluated 

Measure of Performance 

Subjective Rating 
Scales 

All System adequacy/usability 

 Visual Displays Information readability, visibility, interpretability, 
formatting, organization, clutter 

 Aural Displays/Comm 
System 

Readability & Strength 

 Situation Awareness Object/text perception, comprehension and 
projection 

 Workload Task difficulty, duration, and physiological, 
cognitive and emotional stress 

Expert 
Observation 

Situation Awareness, 
Workload 

 

 
Subjective questionnaires utilize a variety of numeric rating scales and specific or open-ended questions to 
gather HSI test data. Several system interface subjective rating scales have been developed over the years, all 
of which have their relative strengths and weaknesses. Some of the more popular rating scales are shown in 
Table 3. 

Table 3: Subjective Rating Scales 

Rating Scale Rating Scale Type Strengths/Weaknesses 
Air Force Flight Test 
Center (AFFTC) 

System Adequacy,  
6 point., Interval,  
Bi-Polar 

Strengths: No middle point-forced to make 
choice 
Weaknesses: Not used outside AFFTC 

AFFTC-modified USAF-
SAM (School of 
Aerospace Medicine) 

Workload, 7 point., 
Interval  

Strengths: Easy to use, fits on flight cards 
Weaknesses: General workload not specific 

Readability & Strength Comm Quality,  
5 point., Interval 

Strengths: Pilot friendly/familiar 
Weaknesses: Verbal anchors not defined 

Bedford Workload, Ordinal Strengths: Pilot friendly/familiar, validated [1] 
Weaknesses: Mid-range semantic descriptors 
are vague, interchangeable 

Subjective Workload 
Assessment Technique 
(SWAT) 

Workload, 100 point., 
Interval, 3 Dimensional 

Strengths: Easy to use, once learned 
Weaknesses: Requires card sort, specialized 
software, and training 

Modified Cooper-Harper Workload, Ordinal Strengths: Pilot friendly/familiar 
Weaknesses: Non-interval scale  

Situation Awareness 
Global Assessment 
Technique (SAGAT) 

Situation Awareness Strengths: Widely used and accepted 
Weaknesses: Limited to simulations 
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2.2 Objective Measures of Performance 
While subjective measures are the norm, objective measures are the most desirable because they are direct 
measures of system performance. Additionally, they provide increased construct validity over that of 
subjective measures (i.e., does the data actually tell you what you want to know about the interface?). Table 4 
lists several objective measures, the systems or constructs they are used to assess, and examples of these 
measures of performance.  

Table 4: Objective Measures of Performance 

Objective 
Measure 

Systems/Construct 
Evaluated 

Measure of Performance 

Physiological  Workload, Stress, 
Cognitive Attention 

Heart rate, respiration rate, core temperature, 
galvanic skin response, eye-blink rate, EEG, EKG 

Anthropometric  Pilot Cockpit 
Accommodation 

Design eye height, functional arm reach, leg 
clearance, hand/arm/leg/torso/head 
length/width/circumference 

Perceptual  Visual Displays Ambient light, display brightness/contrast, color 
wavelength/contrast 

 Aural Displays & 
Communication System 

Ambient noise, speech intelligibility 

 Pilot Protection Ambient noise, cockpit vibration, cockpit 
temperature, breathing air content/pressure  

Operator/System 
Performance 

Pilot Flight Controls Aircraft altitude, attitude and airspeed error 

 Visual Displays Target detection and identification; tracking error; 
information processing rate/ efficiency/ accuracy 

 Aural Displays/Comm 
System 

Word recognition rate (Modified Rhyme Test) 

 Situation Awareness Situation Awareness Global Assessment Technique 
(SAGAT) 
Display object appearance detection and object status 
change recognition rates 

 Workload Successful task accomplishment rate, flight control 
performance (Altitude, Attitude, Air Speed), time on 
task, number of radar target lock-ups, probability of 
Kill (PK), operator errors 

3.0 CURRENT UAV HUMAN-SYSTEM INTEGRATION EVALUATIONS  

3.1 Global Hawk Human-system Interface (HIS) Characterization 
During the Global Hawk Advanced Concept Technology Demonstration in 1998, the Air Force Flight Test 
Center (AFFTC) conducted a comprehensive evaluation of the Global Hawk UAV ground control station at 
Edwards Air Force Base, California [2].  Ground Segment workstation operators rated the environment, 
ergonomics, controls and displays, situation awareness, display windows, task procedures and task workload 
for specific operations and phases of flight. The operations and phases of flight examined included: taxi, 
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takeoff, autonomous and operator-effected navigation; communications; image collection and dissemination; 
execution of operator interventions; and landing.  

Most of the measures of performance that are used to conduct HSI evaluations of manned aircraft are also 
used to evaluate unmanned systems. Table 5 lists a variety of human performance measures that have been 
used to assess the effect of various types of controls and displays on operators in UAV workstation 
simulations. 

Table 5: Examples of UAV Operator Measures of Performance 

Reference Independent 
Variable 

Experimental 
Conditions 

Measures of Performance/ 
Dependent Variable 

Geddes et al. [3] Operator Control  Manual vs. Number of Operator Actions 
 Level Supervisory  Sternberg Secondary Task 

(Cognitive Workload) 
  . Time on Task 
   Flight Path Tracking 
Dixon et al. [4] Display Type Visual vs. Auditory Command Response Time  
 Operator Control Manual vs. Command Report Accuracy 
 Level Supervisory Command Recall Button  
   Frequency of Use 
   Target of Opportunity Detection 

Rate 
   System Failure Detection Rate 

and Time 
   Task Completion Time 
   Inter-stimulus Interval between 

Serial Tasks 
Calhoun et al. [5] Sensory Input  Active Tactile vs.  Task Completion Time 
 Type Salient Visual and/or  Alert Reaction Time 
  Auditory Alerts Airspeed, Altitude, and Flight 

Path Error 
Draper et al. [6] Command Input 

Mode 
Speech vs. Manual Frequency of Incorrect Task 

Completion 
   Alert Reaction Time 
   Airspeed, Altitude, and Flight 

Path Error 
   Correct Speech Recognition 

Percentage 
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Table 5: Examples of UAV Operator Measures of Performance (Concluded) 

Reference Independent 
Variable 

Experimental 
Conditions 

Measures of Performance/ 
Dependent Variable 

Bell and Cooke [7] UAV Single vs. Cognitive Ability and Time Spent in an Alarm State 
 Team Operator  Individual vs. Team Amount of Fuel Used 
 Performance Performance Amount of Film Used 
   Number of Missed Targets 
   Number of Critical Waypoints 
   Missed 
   Time Spent in a Warning State 
   Route Sequence Violations 
van Breda [8] Cognitive Load  Display Update Rate Target Viewable Time 
 Effects and Auditory Percentage 
  Cognitive Load Target Tracking Error (angular 
   difference between cross 
   hairs and target) 
   Percentage Correct Target-Letter 

Hits 
   Number of 3 Target-Letter Hits 
Chadwick et al. [9] Display Number Single vs. Dual Video/Audio Recording 
 Task Switching Infrequent - Frequent NASA Time Load Index 
 Multi-robot Task  Parallel vs. 

Sequential 
Situation Awareness  

 Completion  Global Assessment Technique 
  Strategy  Task Completion Time 
   Robot Casualties 
   Task Switching Frequency 
   Map Drawing Accuracy 
   Tracking Error 
   Number of Delivered Boxes 

 
What follows is a short description of the research in which each of the measures listed in Table 5, above, 
were used so that the reader can 1) see the types of UAV HSI measures used in representative research and 
how they were used to demonstrate the associated research hypotheses, and 2) learn about some of the 
operator workstation design factors that affect UAV operator performance. 

3.2 Supervisory vs. Manual Control 
In a study designed to compare operator performance in a supervisory versus manual UAV control situation, 
Geddes et al. assessed the controller task demand of a small-scale uninhabited tactical aircraft (UTA) by 
measuring the number of operator actions required to complete a task, cognitive workload (Sternberg 
secondary task performance) and time on task [3]. The UTA operator control task performed under three types 
of operator control. The first was direct manual control where the operator issued flight control commands 
such as pitch, roll, thrust. The second was command control (supervisory) where the operator issued auto-pilot 
commands such as set altitude, set airspeed, set heading. The third type of control was task-level control 
where the operator issued task-level commands (supervisory) such as ‘line formation’ and ‘trail formation.’ 
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The command control and task control task decreased significantly over that of the direct manual control 
condition. The cognitive workload for the command and task control conditions also decreased.  Clearly, the 
supervisory control tasks were characterized by much fewer task completion actions and much less cognitive 
load than the manual control tasks. 

3.3 Auditory vs. Visual Displays and Manual vs. Supervisory Control 
In a study comparing model predictions to experimental data in a multiple-UAV flight control task, 36 
licensed pilots performed simulated military surveillance missions with 1 and/or 2 UAVs [4]. Pilots were 
responsible for navigating each UAV through a series of mission legs in one of the following conditions: 1) a 
baseline condition with all manual flight controls and visual displays; 2) an auditory off-load condition that 
provided auto-alerts and other relevant information to the auditory channel; and 3) an automation condition 
that provided auto-pilot control of the UAV. Pilots were responsible for mission completion, target search, 
and systems monitoring. 

Measures of performance included flight path tracking, command response time and report accuracy, 
command recall button frequency of use, target of opportunity detection rate, system failure detection rate  
and time, task completion time, and inter-stimulus interval between serial tasks. Results indicated that the  
two types of task off-loads (auditory & automation) were beneficial in reducing task interference and overall 
workload. 

3.4 Tactile vs. Visual/Auditory Alerts 
Calhoun et al. examined the utility of active tactile alerts versus salient visual and/or auditory alerts in an 
UAV ground control station simulation [5].  Measures of performance included reaction time between alert 
onset and confirmation response to the alert, total task completion time and accuracy for each data input task 
as well as the root-mean-squared (RMS) error of airspeed, altitude, and flight path. Subjective ratings and 
comments were also obtained with debriefing questionnaires. The flight performance measure succeeded in 
showing an expected significant effect of mission difficulty, with lower performance found in the High 
Difficulty Level condition.  

3.5 Speech Input vs. Manual Input 
Draper et al. examined the utility of conventional manual input versus speech input for tasks performed by 
operators of a UAV control station simulator at two levels of mission difficulty [6]. Pilots performed a 
continuous flight navigation control task while completing eight different data entry tasks with each input 
modality. Operators were required to perform a continuous flight/navigation control task while responding to 
intermittent data entry tasks. Operator accuracy measures included frequency of task completion “time-outs,” 
frequency of tasks completed incorrectly, and percentage of speech commands correctly recognized. Response 
time between alert onset and confirmation response was also recorded; tasks where the alert was missed were 
discarded from the data pool. Root-mean-squared error of airspeed, altitude, and flight path were used to 
measure flight/navigation performance. Subjective ratings were obtained with debriefing questionnaires, 
including the Modified Cooper Harper rating scale [10]. Results showed that speech input was significantly 
better than manual input in terms of task completion time, task accuracy, flight/navigation measures, and pilot 
ratings. Across tasks, data entry time was reduced by approximately 40 percent with speech input. 

Unmanned Air Vehicles: A New Age in Human Factors Evaluations 

RTO-MP-SCI-162 5A - 7 



 

 

3.6 UAV Team Performance 
Bell and Cooke examined the relationship between two cognitive ability measures, grade point average (GPA) 
and verbal working memory capacity, and performance on a team UAV reconnaissance task [7]. Two 
experiments required three team members to maneuver a simulated UAV to take reconnaissance photos. Each 
of the team members assumed a different role with unique responsibilities. Low workload missions required 
that participants take 9 photos of various targets, whereas high workload missions required 20 photos and 
involved additional route constraints. The high workload manipulation produced significant reductions in 
team performance and in the performance of each of the three roles.  

Team performance was measured using a composite score based on the result of mission variables including 
time each individual spent in an alarm state, amount of fuel used, amount of film used, number of missed 
targets, number of critical waypoints missed, time spent in a warning state, and route sequence violations. 
Results indicated that working memory capacity was more highly correlated with role performance and GPA 
was more highly correlated with team performance.  

3.7 Cognitive Load Effects on Manual Tracking 
In research addressing Wickens’ multiple resource theory, van Breda measured operator tracking performance 
on a maritime unmanned air vehicle (MUAV) flight control task as a function of target visual image update 
rate and auditory cognitive load. Auditory cognitive load was manipulated by having the operators execute a 
continuous memory task (CMT) [8, 11-13]. The operator had to remember the frequency of occurrence of 
specific target letters verbally communicated to them via auditory headsets. There were three levels of 
cognitive load represented by three differing numbers of target letters. Tracking difficulty was manipulated by 
varying the visual target image update rate. As target image update rate decreased, tracking performance 
significantly increased [14]. In a task very similar to that of a Global Hawk command and control operator, 
subjects had to maintain a pre-specified distance between the MUAV and a target while performing the 
continuous memory task. Measures of performance were the percentage of time the target was viewable on the 
visual display, target tracking error (angular difference between cross hairs and target) and percentage correct 
target-letter hits and number of three target-letter hits. Results showed that tracking error significantly 
increased as a function of decreasing target image update rate. High verbal/cognitive workload, as measured 
by the continuous memory task, resulted in significantly higher CMT scores than the moderate workload 
level. However, CMT performance was unaffected by target image update rate. 

3.8 Perceptual and Cognitive Factors Affecting Operator Control of Multiple Robots 
Chadwick et al. used commercially-available video games played over local area networks to identify 
perceptual and cognitive problems for single operators controlling multiple, semi-autonomous entities (robots) 
[9]. They found that 1) True parallel operation of two robots was rarely, if ever, achieved, 2) The optimum 
level of task switching was characterized by a frequency that reduced operator situation awareness (SA) 
recovery time yet kept pace with the demands of each task, 3) In the single display condition, attentional 
tunnelling caused operators to lose track of robot #1 while interacting with robot #2, whereas in the dual 
display condition operators were able to track robot #1 with peripheral vision and accomplish robot #2’s task 
successfully, 4) National Aeronautics and Space Administration (NASA) Time Load Index (TLX) workload 
scores revealed that dual display operator frustration decreased but mental demand, temporal demand and 
effort all increased compared to the single display condition, 5) Participants made frequent mode errors while 
viewing one robot and operating another, 6) Identification failures were prominent as participants did not 
recognize, on their own, that they were using one entity under their control to attack a second entity under 
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their control, 7) In the single display scenario, with supervisory control over semi-autonomous robots, the 
global map tool was difficult for novices to use, but  less difficult for experienced players, 8) With regular 
direct or peripheral monitoring of the global map, task switching cues could be easily identified, 9) In general, 
single computer control functions were difficult to master, 10) Execution of the Situation Awareness Global 
Assessment Technique (SAGAT) structured interview during ongoing scenarios appeared to influence 
operator behavior after the SAGAT breaks and, therefore, was dropped from the study [15]. 

4.0 DIFFERENCES BETWEEN MANNED AND UNMANNED HUMAN-SYSTEM 
INTEGRATION EVALUATIONS 

4.1 Evaluation Area Emphasis 
The HSI evaluation areas for unmanned aircraft do not differ considerably from those applied in manned 
aircraft evaluations. Rather, the differences lie in the amount of emphasis placed on these evaluation areas. 
Two UAV HSI evaluation areas which are investigated more thoroughly are situation awareness and UAV 
operator control level. 

4.1.1 Situation Awareness 

The UAV operator, remotely located in a typical UAV ground control station, does not receive the same 
quality and quantity of information or feedback that a manned aircraft pilot does. UAV operators do not 
receive, or receive reduced amounts of, ‘seat-of-the-pants’ aircraft handling cues, such as ‘out-of-the-window’ 
visual weather, the smell of smoke, oil, or hydraulic fluid, and other sensory information. Therefore, the 
situation awareness of the UAV operator must be evaluated thoroughly. One must determine the adequacy of 
the UAV operator’s mental model that has been induced by the information presented on the displays, the 
controls used to operate the UAV and the functional interaction of those controls, displays and operator. 
Additionally, because workload is ultimately and intimately affected by situation awareness, workload must 
also be evaluated in a thorough manner and the relationship between the two should be identified. 

4.1.2 Operator-UAV Control Level 

Although manned cockpits are becoming increasingly automated, the level of system automation present in 
most UAVs far exceeds that of manned cockpits. Therefore, the degree of automation and the level and type 
of control the operator has over the UAV must be identified and examined to ensure that both the workstation 
and the operator tasks are designed to accommodate the proper level of control.  

Prior research in human performance has shown that the introduction of automation can be both beneficial and 
costly from a human-system performance perspective [16-21]. Consequences of these costs have ranged from 
temporary confusion [22] to the loss of human life [23-25]. Potential contributing factors include increases in 
mental workload, a loss of situation awareness, and skill degradation [26-30]. Operator trust and acceptance 
and automation-induced complacency have also been identified as potential problematic factors [31-36]. 
Automation-induced complacency has been identified as a contributing factor in many aviation accidents [37]. 
Additionally, complacency has been included as a behavioral coding category used by the Aviation Safety 
Reporting System (ASRS) to classify aviation incidents and accidents [38]. Parasuraman et al. found that 
when automation of varying reliability was used consistently (every trial) to augment human performance on a 
multi-task operation, operator performance was significantly reduced from 72 percent manual detection of all 
engine malfunctions versus 37 percent and 28 percent detection for the low and high automation reliability 
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rates, respectively [28]. Parasuraman et al. were also able to replicate Thackray and Touchstone’s results 
showing that automation-induced complacency did not affect single task performance [39-40]. Subsequent 
research showed that automation-induced complacency decreased overall system performance [40-43]. 

Automation can occur at differing stages of an operator task. Parasuraman, et al.  identified four stages of 
human information processing as seen in Figure 1 below [29]. Examples of stage one elements include raw 
sensory data from the external environment and items that drive selective attention mechanisms. An example 
of stage one automation would be automatic target recognition software. 

 

Figure 1: Four Stages of Human Information Processing. 

Full conscious perception and manipulation of data in working memory (e.g., rehearsal, integration, etc.) 
occur in the second stage [44]. Examples of automation at this stage include the use of integrated displays, 
systems that present information from multiple modalities, and tools that facilitate the analysis and 
presentation of data. The third stage is the decision that is made based on the veracity of the data processed in 
stages one and two. The fourth stage is the action to carry out the decision made. 

It has been found that automation may negatively affect operator performance more in the “decision making” 
stage of an operator’s task than during the “information analysis” (perception/working memory) stage [29,  
45-48]. In a series of studies, Galster set out to examine human interaction with automation in the context of a 
multidimensional (stage) concept of automation, as specified in the Parasuraman et al. model [29, 49-51].  
Initially, Galster found that perfectly reliable automation increased human target detection performance more 
in the “information analysis” stage than in the “decision making” stage [49]. Contrary to previous studies, 
Galster also found that unreliable automation more negatively affected the information analysis stage than the 
decision making stage. A fourth study examined all possible combinations of manual and automated aiding in 
an air-to-ground search and destroy mission conducted in a high fidelity combat simulator. In the fourth study 
Galster found that automation in one stage positively influenced performance in subsequent stages and 
throughout the entire mission. These benefits were apparent in the primary task performance and the 
subjective ratings of mental workload (NASA TLX), situation awareness and trust in automation. 

As can be seen above, the effects of aircraft automation on UAV operator performance have been well 
documented. However, nowhere is the phenomenon of automation more present than in a UAV system. 
Therefore, a major portion of any UAV HSI evaluation must be dedicated to identifying the degree of 
automation present in the system and the effects of that automation on overall system performance. The 
degree of automation determines the level of control the operator has over that UAV system. Levels of 
human-system control can range from total, manual control to supervisory control to a level Reising has 
termed ‘co-operative functioning’ [52]. 

In manual control the human specifies the goals and functions to be accomplished and the machine carries out 
the tasks [52]. Aircraft systems under manual control require the ground station-based operator to fly the UAV 
using traditional aircraft controls such as a stick and throttle (e.g., Predator). UAV operators may use aircraft-
mounted camera video to obtain the visual information required to successfully launch, fly and land the

Sensory 
Processing 

Perception/ 
Working 
Memory 

Decision 
Making 

Response 
Selection 
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aircraft. Other aircraft subsystem health, navigation, armament or sensor information can be displayed on one 
or more visual displays.  

In supervisory control the human still specifies the goals but the machine carries out both the tasks and 
functions [52]. Aircraft systems under supervisory control are typically operated via a mouse and/or keyboard 
with the pilot entering macro level commands that guide the aircraft through a series of flight operations. 
Supervisory control tasking can range from simply entering a new aircraft airspeed to changing course to 
selecting a whole new mission. All of these task change inputs are typically executed via the keyboard or  
the mouse.  

In systems exhibiting a ‘cooperative functioning control’ architecture the human and machine interact at all 
levels and either of them can perform the goals, functions and tasks [52]. Although the human will always 
maintain ultimate control over the whole system, the human and machine operate more as partners on a team 
by dynamically sharing all levels of control authority. Aircraft systems operating at a true cooperative 
functioning control level have not been developed yet. Unmanned aircraft systems, such as Predator, have also 
been developed that operate at a level approaching cooperative functioning. In these systems the aircraft may 
send imagery back to a human-operated ground control station for human review. The human then designates 
desired targets and sends this information back to the aircraft for target destruction command execution. In 
this situation, however, the aircraft does not have the authority to change the types of targets designated or to 
decide whether to attack the targets at all. 

In flight test the level of pilot-UAV control must be identified and the effects of that control level on pilot-UAV 
system performance must be assessed for specific phases of the intended mission. As described earlier, increased 
automation does not necessarily result in reduced workload or increased pilot-UAV system performance. In 
addition to automation-induced complacency, system malfunction error recovery can cause significant problems 
for the UAV pilot. UAV pilots may have much more difficulty resolving unexpected problems due to being ‘out-
of-the-loop’ when problems occur. In this instance, workload can be very high while the pilot attempts to 
ascertain the nature and degree of the system malfunction (reduced situation awareness) and decide on an 
appropriate course of action to recover from the malfunction. The opportunity to directly measure UAV pilot 
situation awareness and workload during or after these types of system malfunctions does not always present 
itself during the course of flight test. However, if the opportunity does arise, a thorough error analysis and the 
events and conditions leading up to that error can prove quite beneficial. 

4.2 Unique UAV Flight Test Opportunities 

4.2.1 Operator Measures of Performance 

Due to required pilot protective equipment and limited cockpit space and resources, there are some measures 
of performance that cannot be used in manned aircraft cockpits but can be used in evaluations of UAV 
workstations. Some examples include expert observations, audio and video recordings, and eye/head-tracking 
measures. Expert observations can be made of operators performing various tasks during flight test, noting the 
level of situation awareness and amount of operator workload. Audio and video recordings can be made of 
UAV operators while they are conducting specific operations for subsequent analyses of operator behaviors, 
such as the number of button pushes or operator actions to accomplish a specific task.  

An eye/head-tracking system can be used to determine which display and control objects the UAV operator is 
looking at and for how long. This information can be used to determine display symbol appearance, 
disappearance or status change detection rates which can then be used to compute situation awareness metrics. 
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Display object dwell times can be used to derive estimates of text readability, object visibility or information 
complexity and support task timeline analyses. Eye gaze patterns can be used to determine what information 
the UAV operator is using to make specific decisions and the speed and order in which s/he obtains that 
information. Objective HSI flight test data is difficult to obtain, however, the UAV operator workstation 
environment lends itself to such opportunities. 

4.2.2 Simulation Fidelity 

Modeling and simulation of UAV operator workstations is easier to accomplish and has higher fidelity than 
manned aircraft simulators. Simulation of a manned cockpit containing realistic out-the-window displays, 
pilot controls and displays and visualization and aircraft handling software requires large amounts of money, 
facility space, hardware, software, and quality support personnel. Most UAV workstations can and do serve as 
their own simulator. All the simulator workstation controls, displays, display symbology and controls 
functionality are exactly the same as the real workstation. This allows evaluators to use measures of 
performance normally prohibited in manned aircraft cockpits, such as SAGAT, to collect performance data on 
actual UAV workstations under near-real mission conditions. Human-system integration data can be collected 
from such UAV simulators at a much reduced cost. And the data can be more easily generalized to the actual 
UAV workstation than its manned aircraft counterpart. 

5.0 CONCLUSIONS 

The measures used to conduct HSI evaluations of manned aircraft are not considerably different than those 
used to evaluate unmanned systems. The differences lie in the evaluation areas that are focused upon and the 
emphasis they receive. Situation awareness and workload are always important factors. They are paramount in 
assessing the adequacy of a UAV system’s human interface. One new evaluation area is level of operator 
control. UAV-operator system control levels must be identified and the human interface evaluated to verify 
that the interface adequately supports the associated level of control. Finally, there are unique and valuable 
data collection opportunities provided by UAV control stations versus. those of manned cockpits. 
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7.0 ACRONYM LIST 

AFFTC – Air Force Flight Test Center 

ASRS - Aviation Safety Reporting System 

CMT – Continuous memory task 

GPA – Grade Point Average 

HSI – Human-System Integration 

NASA – National Aeronautics and Space Administration 

MUAV – Maritime unmanned air vehicle 

RMS - Root-mean-squared 

SAGAT – Situation Awareness Global Assessment Technique 

SWAT – Subjective Workload Assessment Technique 

TLX – Time Load Index 

UAV – Unmanned Air Vehicle 

USAF – SAM – Unites States Air Force – School of Aerospace Medicine 

UTA – Uninhabited Tactical Aircraft 
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